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Deep Learning on Graphs

- Introduction of Graph, Graph Machine Learning,

Graph Neural Network, & GraphStorm
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Agenda

- Grapnh
- Graph Machine Learning (GML)
- Graph Neural Network (GNN)

- Using GNN in Real World

- GraphStorm Framework

- Break

- Hands on GraphStorm
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Graph



What is Graph?

Graph is the language of complex interactions
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Concepts and terms

Graph vs Image

(a) ImageNet Synset: One sample image from each category

-

(c) Caltech-256 Dataset: One sample image from each category (d) Caltech-101 Dataset: One sample image from each category

dWS
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Concepts and terms

Node vs Vertex

Edge vs Link

G(N, E)

dWs$s



Concepts and terms

Undirected vs Directed




Concepts and terms

Homogeneous vs Heterogeneous




Concepts and terms

Adjacency Matrix vs Edge List

Represent graph as a set of edges:
E " h . (2,
\ 3
if there is a link from node i to node j . . 1
otherwise ] O\)/\ f

1 « (4, . —O0,
1 :
A= ’
1 -
0 -\,



Concepts and terms

Nodes

Features:

Edges

U1 P1 U1 0 10 0.5 U1 P1 0.1 L
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Concepts and terms

Example ACM graph schema

cnted' citing

“/ \-.“ : /' -\\
'I # )
writng _—>  paper

\
Written-by /|

is-aboutl
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al7430 g
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tf
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Heterogeneous Graph & Features

Example ACM graph demo

Node Parquets

author node parquet

Edge Parquets

author,writing,paper edge parquet

dest_id

al48
a148 pl

a4653 p11567

paper, citing, paper edge parquet

source_id| destid | label |

subject,has,paper edge parquet

p443
|56 | p11567
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Concepts and terms

Completed Graph

Bipartite



Concepts and terms

Node Degree

The number of edges adjacent to a node, e.q.

k4_ —_ 3
In directed graphs, a node has an
and . And total degree is the sum

of in- and out-degrees. e.qg.

k=1, k"t =2,
kiotal —3




Concepts and terms

Degree Distribution P(k)

Probability that a randomly chosen node has degree k, N}, =
# nodes with degree k. Normalized P(k) = N,,/N




Concepts and terms

Path P

A is a sequence of nodes in which each node is linked to the next one. B, =
{ig, 11,1y, ...in}. Path length h = # of edges in a path. In directed graph, paths need
to follow the direction of edges.

The between two nodes is the length of the shortest path.

The of a graph is the maximum distance between any pair of nodes.
Average path length of connected graph

The for a connected graph (need to be connected).

1

h
2Emax

z hij ,where h;; is the distance of node i and j, and Epqy = n(n —1)/2

i,j#i AV



Concepts and terms

Cluster Coefficient €

A is the ratio of the number of edges among neighbors of

_ 2e;
ki(k;—1)

node i and the max number of edges between all neighbors: C;

is the mean of all nodes'

dWsS



Graph Machine Learning (GML) §>
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Recall Machine Learning (ML)

(X,0) =Y

N T

house_pricing_index_united_states

Data Card Cod

Sheet1 (125585

3 ChatGPT
In OpenReview, you typically use LaTeX syntax for mathematical expressions, including
superscript and subscript text. Here's how you can do it:

Superscript:

To write text in superscript in OpenReview, you can use the caret symbol “~ followed by curly
braces " {3~ to enclose the text you want to be in superscript.

Example:

() Copy code

csharp

This

a”{2) superscript.
Central DV_ENC

Output: Central DV_ENC
This is a*{2} superscript.
Central DV_ENC

Subscript:

Central DV_ENC

To write text in subscript in OpenReview, you can use the underscore symbol " _* followed by curly

braces "{}" to enclose the text you want to be in subscript. Central DV_ENC

Central DV_ENC
Example:

csharp

H_{2}0 water.

Output:
H_{2)}Ois water.

In OpenReview, as in LaTeX, you can use the "~ and " _* without braces " {3 " if the subscript or

Logistic Regression

Support Vector Machine
Multilayer Perceptron
Convolutional Neural Network
Recurrent Neural Network
Transformer

Classification
Regression
Segmentation
Detection
Reconstruction

dWs$s
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Graph Machine Learning (GML)

1
Node Parquets

0O 1 O
1ﬂ

0 author node parquet

1 T T
al . ]

EXI
EC
EXEZET IS I B

f(X,0)=>Y

Edge Parquets

author,writing,paper edge parquet

" aide | o
4653

paper, citing, paper edge parquet

[source Jd] _dest id | Tabel |
I T
. .
pees | pee7 | 1

subject,has,paper edge parquet

p443

pise7

\

Node

Classification, e.g., detecting malicious
accounts

Regression, e.g., predicting customer
rating

Classification, e.g., detecting suspicious
transactions

Regression, e.g., predicting when will
traffic jam start

Link Prediction e.g., recommending
friends

Classification, e.qg., predicting if a new

compound is toxic

Regression e.g., predicting medicine

molecular solubility aws
N



GML before

» Generate embeddings by manual feature
engineering

« Automatically generate embeddings using
unsupervised dimensionality reduction approaches

—
O
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Graph Neural Networks (GNNs) @
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Graph Neural Network (GNN)

DL(NN) + Graph => GNN

A family of (deep) neural networks that learn node, edge, and graph features

GNN papers published

1500

deep learning
.. _gan
optimization
neural network
generative models
unsupervised learning
reinforcement learnin
= convolutional neural networ
S recurrent neural network
machine learning
E, multitask learnin
® neural architecture searc
- representation learning
adversarial robustness
_ robustness
selfsupervised learning
nlp
transformer
bert
graph neural network

A keyword usage (2020 - 2019)

-1
% usage

dWs$s
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How does GNN work

Message-passing & Aggregation

. Reduce function Message function

Update function




Stacked Multiple GNN layers

GNNSs can integrate topologically distant information in a non-linear fashion.

1 st laye r h(ll) - g(o)(h(]o),m(o’)

1
(D) 0 (0) (0)
hy’ =2V’ ,my”)

0) m()
hO

2 _ (DD (1)
hy' =g '(hy',m;")




Common GNN Models — GCN

GCN (Graph Convolutional Network) for homogeneous graphs

Hidden layer Hidden layer
[-1
y® =
VI d
D _ (D)
my," = Mvw
wEeEN (v)U{v}

l l
hy = ¢ (myw®)




Common GNN Models — RGCN

Relational graph convolution networks (RGCN) handles graphs whose nodes are
connected with different relations.

rel_1 (in)

g ¢
O -1 O . :
My, = —W,"hy" ", ris the relation of e, 5 -1 " .(!z‘

rel N (in) ___
l l
=) M .
WEN (v)U{v} I I I
hl(]l) _ O'(m]()l)W(l)) I self-loop | SE,;:,p

OREmE




Common GNN Models — GAT

Graph AttenTion Network(GAT) provides weighted sum over the neighborhood—
Enables to selectively integrate information.

l) _ -1
MTSVI)/ - avwhlgv )

) _ ()
mv o z Mvw

WEN (v)U{v}

l l
hy = ¢(m, W O)

~ exp(LeakyReLU(a’ [Wh,||Wh,]))
Y cen, exp(LeakyReLU (@ [Wh, | [Why]))

aUW

concat/avg




GNN References

 GNN Libraries
 DGL (Deep Graph Library): https://www.dgl.ai
* PyG (Pytorch Geometric): https://pyg.org/
 TF_GNN (TensorFlow GNN): https://github.com/tensorflow/gnn
* Online Books
* Deep Learning on GraphS (https://yaoma24.qithub.io/dlg_book/)
* Graph Neural Networks (https://graph-neural-networks.qgithub.io/)
* Online Courses

» Stanford CS224W: ML with
Graphs(https://web.stanford.edu/class/cs224w/)

dWsS
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http://www.dgl.ai/
https://pyg.org/
https://github.com/tensorflow/gnn
https://yaoma24.github.io/dlg_book/
https://graph-neural-networks.github.io/
https://web.stanford.edu/class/cs224w/

Real Cases of Using GNN



GNN Helps to Detect ‘Suspicious’ Interaction

Problem: Bipartite: Improvements:

¥

Interactions  + User <-> UGCs -+  Focus on User:
between users - W m Asa node classification task,

and UGCs could B %/ —~— RGNN model out-performs

be ‘suspicious’ = T ] baseline models in all settings
with hidden ¥4

agendas.

Focus on Behavior:

SOTA model out-perform baseline
models in some settings, and help
find new patterns of ‘suspicious’
that previous rule-based methods
can not touch.




GNN Helps to Detect ‘Bot’ Accounts

Problem: Tables -> Bipartite: Improvements:
Bots are increasingly impacting the mmm_mmm— mmmmmmmm———m ===~ A Endromeni wh GFUS

gad0) S9.100481 wel LL b &

e-comm platform’s customer in: ZESN ;XN AR RIS (TR,
promo code abuse. m:nmlmm__

121 C-E93E933M

inventory encumbrance. — A Soram ptmas
return logistics costs. O —————
fraud response operations ——

cost. ‘ l CHCEES Care
3 Appl GOl

Dic-daseannss .

16200 138 2 Applad

Challenge5° —

Account features differ in
different life stages.
New/Inactive accounts having
nearly no features.

Lack of solid labels,
particularly newly registered.
Huge amounts.

Multiple models all have 11x performance boost
than customer’s existing models!

GNN and tree-based models work together, helping
to handle accounts in their whole-life.




Case 3: A FinTech - Predict Loan Overdue

2019, Amazon Web Services, Inc. or its affiliates. All rights reserved.



Problem: Personal loan overdue prediction

Will the personal load
application be overdue?

Has an xGboost model as baseline,
using person’s info, loan history, and
social relation as mput features

Hope to fully leverage the social
relation about customers to boost
prediction performance

© 2019, Amazon Web Services, Inc. or its affiliates. All rights reserve



The Data - Homogenous graph

ltem

Performance
Verification

Data range*

7 years

No. Nodes — phone*

26M

No. Edges — contact*

208M

Node features

353 features

Negative nodes

Positive nodes

© 2019, Amazon Web Services,

Inc. or its affiliates. All rights reserved.



Model Selection — Node Classification

Most of GNN Models do node classification

GCN (Graph Convolutional Network)
GraphSage (Simplified GCN)
Graph AttenTion Network (GAT)

Pre-extract higher-order local structure feature
Refex, GDV (Graphlet Degree Vector), etc.

GraphSage model out-performance GCN and GAT,
achieving +4% AUC than the xGboost baseline.

© 2019, Amazon Web Services, Inc. or its affiliates. All rights reserved.



Case 4: A Bank - Loan Application Approval

2019, Amazon Web Services, Inc. or its affiliates. All rights reserved.



Problem: Loan application approval

The bank has built a knowledge graph
about many entities and relations, which
could help to predict risk scores for
various business scenarios

Have man-made rules for
loan approval decision

Hope to leverage GNN
models to complete the

Knowledge Graph in approval in real time
Banking (demo)

© 2019, Amazon Web Services, Inc. or its affiliates. All rights reserved.



The Data — Knowledge Graph (KG)

The Graph
. 2 types of entities
. ~20 types of relationships
. contents coming from

various sources, e.g. banks,
governments, and etc.

Labels
- Credit card users’' payment history

- Credit scores from government
agencies.

Stackholder of @ Invest to
Q 4 4]

Self-loop

' Customer_E

feat [2,2,2]

© 2019, Amazon Web Services, Inc. or its affiliates. All rights reserved.



Model Selection —— KG-oriented

RGCN I

. KG is a specious case of heterogenous

graph, where RGCN can work on too

- Prone to overfitting if the no. of relations 0.75 0.7514

is large. baseline A 094  0.9226

ICLR 2020 — CompGCN ks 0.48  0.7984

. Specially designed for KG 0.75 0.9245

- Has less parameters, reported SOTA ' ekt JU
Knight
performance .

© 2019, Amazon Web Services, Inc. or its affiliates. All rights reserved.



GraphStorm



Challenges of adopting GNN

SISIEIE

XXX

Steep Learning
Curve

]

1;

Complex graph
data processing

Hard to Scale to
extreme large graphs

dWsS



ast-track graph ML with GraphStorm: A new way to solve

roblems on enterprise-scale graphs

Comprehensive toolbox

Application Layer

Integration Layer

Task Layer

Pipeline Layer

Data Layer

Framework Layer

Infrastructure Layer

GraphML Platform, SageMaker Deployment Solution

Node Cl;

ion, Edge C
Link Prediction

Graphconstruct  Graph Models

Hetero & Homo Graphs Dynamic & Temporal|
Node & Edge Feature (numerical, categorical, text) Graphs.

PyTorch , DGL, ..., HuggingFace

RGCN, RGAT
Model evaluator

Single GPU, Multi-GPU, Multi-machine x multi-GPU

Speed up model

development & deployment

Without Graphstorm

With Graphstorm

Week1 Week2 Week3 Weekd WeekS Week6 Week7 Week8 Week9 Week10 Week11 Week12

Set-up dist. comp. environment
Sample data preparation

Initial model development
Training/inference pipeline dev.
Improve model performance
Scale data preparation

Scale training/inference pipeline
Run experiments

Set-up dist. comp. environment b+
Sample data preparation

Initial model development
Training/inference pipeline dev.
Improve model performance

Scale data preparation

Scale training/inference pipeline
Run experiments

4
-
X L4
Set-up via
SM contai-
Hey (@ )Readyto-
~“use models

I
I
Easy to swap | J
modeling

techniques and Ready-to-
retrain A

(C)use data

T’ preparatio

npipeline (Scalable
~ pipelines

D« 3x faster with Graphstorm —————————»

Training
Node & edge
table
Inference

Node & edge
table

Scale to billion-node graphs

Easy-to-use interface

Graph structure
JSON

Graph
construction
pipeline

User specific
configuration
YAML

Training
pipeline

Accuracy (%)

l:] Users' inputs
l:l GraphStorm modules

l:l Model outputs

Model artifacts

Embeddings/
prediction
results

nference
pipeline

Superb model performance

LM+GNN to predict the venues of pa

mRGCN (full) m HGT (full)

pre-trained FTLP BERT+GNN FTNCBERT+GNN
BERT+GNN

dWS
)



Comprehensive: many functionalities out-of-the-box

Application Layer

Integration Layer

Task Layer

Pipeline Layer

Data Layer

Framework Layer

Infrastructure Layer

© 2020, Amazon Web Services, Inc. or its Affiliates.

Fraud Detection, Recommendation, ..., Time Series Prediction

GraphML Platform, SageMaker Deployment Solution

Node Classification/Regression, Edge Classification/Regression,
Link Prediction

Training pipeline

Graph construct Graph Models
(Single Instance) RGCN, RGAT
Graph construct Graph Models

(Distributed) Sage, HGT Inference pipeline

Hetero & Homo Graphs Dynamic & Temporal
Node & Edge Feature (numerical, categorical, text) Graphs

PyTorch, DGL, ..., HuggingFace

Single CPU/GPU, Multi-CPU/GPU, Multi-machine & multi-GPU

—

dWS
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Easy-to-use: ready-to-use pipelines

ey e T o o oy, L,

- Users' inputs

Model outputs

—————————————————

Graph
construction
pipeline

| Tl.'aln!ng |
pipeline
—l

Inference
pipeline

© 2020, Amazon Web Services, Inc. or its Affiliates.

GraphStorm modules

Embeddings/
prediction
results




15min Break



GraphStorm hands-on



Hands-on Environment

Each one will have a temporary account to create an AWS EC2 instance via:

https://catalog.us-east-1.prod.workshops.aws/join?access-code=e94d-04a4a4-
d3

dWsS
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https://catalog.us-east-1.prod.workshops.aws/join?access-code=e94d-04a4a4-d3
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