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Introduction

* Speech2Video is a task of synthesizing a video of human full body
movements from a speech audio input.



Main contributions

1. Novel 2-stage pipeline of generating an audio-driven virtual
speaker with full-body motions.

2. A dictionary of personal key poses. An approach to insert key
poses into the existing sequence.

3. 3D skeleton constraints.

4. Modified GAN to emphasize on face and hands.



System Pipeline
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Speech2Video Dataset
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Left figure shows our data capture room; Right figure are 4 frames from captured video.



Training Process
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Body Model Fitting

* Failure case with 2d model: * SMPL-X 3d model
elongated fingers.



Dictionary Building

* Example poses in our dictionary. We also have motion poses (a
sequence of frames).



Key Pose Insertion

Inserting a key pose smoothly into an existing video sequence



User Study

QL Q2 Q3 Q4
Learning(Gesture m 3.414 3.659 3.914 3.308
LumiereNet [4] 3.585 3.521 3.085 3.265

Neural-voice-puppetry 3.202 3.840 3.180 3.542
EverybodyDance @ 3.944 3.662 3.680 3.681

Our method 3.804 4.011 3.383 3.762

Average scores of 248 participants on 4 questions. Q1:
Completeness of body. Q2: The face is clear. Q3: The
body movement is correlated with audio. Q4: Overall
quality.



Inception Score Comparison

SynthesizeObama [1] EverybodyDance |24] Owurs
[S 1.039 1.690 1.286
GT IS LLZ¢ 1.818 1.351
Rel. IS 0.921 0.929 0.952

Inception scores measure Quality and Diversity
for generated videos (IS) and ground truth videos
(GT IS) of different methods. The relative

Incpetion score (Rel. IS) is the ratio of the first to
the second. (higher is better)
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* Result Video: https://youtu.be/MUIRtgbGeUs

* Paper: https://arxiv.org/abs/2007.09198



https://youtu.be/MUlRtgbGeUs
https://arxiv.org/abs/2007.09198

Speech2Video Synthesis with 3D Skeleton

‘i Ir|z tion ‘. Ykore | e Bogy Roses
leen’%\ncs ‘aijg 920

our method produce followmg video



@cussp 2022

Scugapone

Text2Video: Text-driven Talking-head Video Synthesis
with Personalized Phoneme - Pose Dictionary
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Background and Motivation

 Automatic video generation from audio (Speech2Video) or text
(Text2Video) has become an emerging and promising research topic.

* Previous Speech2Video LSTM-based methods have some limitations:
1) The network needs a lot of training data.
2) The voice of a different person degrades output motion quality.

3) Users can not manipulate motion output since the network is a black
box on what is learned.

* Text2Video is a task of synthesizing talking-head video from any text
iInput. The video generated from a text-based method should be
agnostic to the voice identity of a different person.
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Main Contributions

1) A novel pipeline of generating talking-head speech videos from
any text input, including numbers and punctuation, in both English
and Mandarin Chinese. The inference time is as fast as 10 frames
per second.

2) An automatic pose extraction method to build a phoneme - pose
dictionary from any video, online or purposely recorded. With only
44 words or 20 sentences, we can build a phoneme - pose
dictionary that contains all phonemes in English.

3) To generate natural pose sequences and videos, we introduce an
interpolation and smoothness method and further utilize a GAN-
based video generation network to convert sequences of poses to
photo-realistic videos.
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Text2Video Framework

Audio

Generated Video

Input Text  =———— Text-to-Speech

< Forced Alighment |<€ | T
Phoneme — Pose Dictionary vid2vid GAN
Phoneme Key Pose Insertion T
Timestamp & Smoothing

Fig. 1. Framework of Text2Video including two parts: building Phoneme - Pose dictionary and
generating video from text. For generating video from text, we generating audio from text firstly,
applying forced alignment to get phoneme timestamps, searching in a phoneme-pose dictionary,
applying the key pose interpolation/ smoothing module to get a sequence of poses, and generating

video using modified GAN. 6



Building Phoneme - Pose Dictionary

1. What is phonemes?
2. Key Pose Extraction
3. Phoneme Extraction

4. Mapping Phoneme to key poses
1) Key Pose Insertion
2) Smoothing
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What is phoneme?

* Phonemes are the basic units of the
sound structure of a language. English
has 40 phonemes. They are produced
with different positions of the tongue
and lips.

* For Mandarin Chinese, we use initials
and finals as the basic units in the
phoneme-pose dictionary.

* We build a phoneme-pose dictionary
for English and Mandarin Chinese,
respectively, mapping from phonemes
to lip postures extracted from a speech
production video.
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bit
bet
bat
butt
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car
bird
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Examples

mom
none
sing
church
Jjudge
bob

pop

dad
total
good
kick
Z00
sister
meas ure
shoe
very
feet
they
think
hay
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Key Pose Extraction

* We use OpenPose to 1920 2324
25

extract key poses from 18 2122
training videos by 17638\ {—KXZG
averaging all the %

phoneme-poses present
in the training video. Then
we build up the phoneme-
pose dictionary from our
phoneme extraction
pipeline.

3132333435

505152
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Phoneme Extraction

(i * We employed the P2FA aligner to

NN, determine phonemes and their
T time positions in an utterance.
IR EIRERIRLE * The task requires two inputs:
Acoustic Feature Extraction |

audio and word transcriptions.
The transcribed words are
mapped into a phone sequence in

rT¥yYyry¥ vy vy y

bbbt bbb atd " PhoneModels | HMM + GMM advance using a pronouncing

| Decoder | ” Word Transcript ... this ... dictionary.

Ceir i veiey [ ProsoimdingDietonus —~onms | * Phoneboundaries are determined
LOH] W | s |v this DH AX S by comparing the observed
B speech signal and pre-trained,

| DH | IH | S |

Hidden Markov Model (HMM)

based acoustic models.
Figure. Forced aligner for phoneme extraction.
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Key Pose Insertion

* Phoneme poses width (which represents the number of frames for
a key pose sequence extracted from the phoneme-pose
dictionary), and minimum key poses distance (which determine if
we need to do interpolation).

* Minimum key poses distance between two phonemes equals to
the sum of (half of the first phoneme pose width + half of the
second phoneme pose width). The equation is defined as:

1 1
distance = > X width; + 5 X width; 1, (1)
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Smoothing

Phoneme — Pose Dictionary M Y1

Frame of M Frame of IY1

Fig. 2. Interpolation method. To generate the output sequence of "M IY 17, we first find the key-pose sequences of "M” and
“IY” in the phoneme-pose dictionary, as well as the timestamps of the two phonemes in the output. Then we copy the two
key-pose sequences to the output frames and apply interpolation to the middle frames between the two adjacent key poses.
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Datasets

Left to right:

1) VIdTIMIT dataset. The VidTIMIT dataset consists of video and
corresponding audio recordings of 43 people (19 female and 24 male),
reading sentences chosen from the TIMIT corpus.

2) Female English speaker.
3) Female Mandarin Chinese speaker.

4) Male Chinese news broadcaster from Youtube video.
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Evaluation

Qf Qs Or A8 Ql Q2 Q3 4
LearningGesture 3424 3.267 3.544 3.204 :
Neural-voice-puppetry  3.585 3.521 3214 3465  Iex@2Video(w/TTS) 373 391 3.63 3.5
Speech2Video 2512 3308 2004 396> Text2Video(w/Human voice) 3.78 4.01 3.71 3.68
Text2Video 3761 3924 3567 3.848  Realvideo 402 447 446 4.06

Table 1. User Study. Average scores of 401 participants on 4 Table 2. Ablation study on different voice quality. Average
questions. Q1: face is clear. Q2: The face motion in the video scores of 401 participants on same questions as Table 2.
looks natural and smooth. Q3: The audio-visual alignment

(lip sync) quality. Q4: Overall visual quality.
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Training Data, Preprocessing and Training
Time

SynthesizingObama Neural-voice-puppetry | Speech2Video

Trainingdata 17 hr 3 min + ~ 20 min 1 min

Preprocessin 2 weeks a few hours A few hours 10 mins

g time

Trainingtime 2 hours Audio2ExpressionNet: 3 days 4 hours
~28 hour;

Rendering networks:
~30 hours training time

Inference 1.5s 0.01-0.1s 0.5s 0.01-0.1s
time
(per frame)
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VidTIMIT Dataset Result (Human Voice)

She had your dark suit in greasy
wash water all year.

Input text Output video
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English Female Result (TTS)

It suffers from a lack of unity of
purpose and respect for heroic
leadership.

Input text

Output video
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Chinese Female Result (TTS)

Checking the weather in Hefei, China
for you. Today is February 24, 2020.
Hefei is cloudy today, the lowest
temperature is 9 degrees Celsius, the
highest temperature is 15 degrees
Celsius, and there is light breeze.

[EENEERSBIIASER. SXE
2020625240, BEBSEEE, B
EEERKE, &ERE1SERE,
X,

Input text

Output video
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Youtube Video Result (Chinese TTS)

Kobe knows basketball, knows the game,
knows what he needs to do to win the
championship (won the state championship
without a good point guard and a good
shooter); He is a true leader, often facing
multiplayer double teams and still dominates
the game , good three-point shooting; a very
determined competitor.

R TRREDK, TRELLERE, AEBCTE2MUT
LT BERISEE (EREMNFEEMINESF
HIER FRISTINEZE) @1 EIERIH,
ZESENZSABRKARGT R TR, =0
FERANE, BT EFRERUHNREFE.

Input text Output video
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Conclusion

In this paper, we proposed a novel method to synthesize
talking-head video from any text input. Our method
Includes an automatic pose extraction to build a phoneme
- pose dictionary from any video. Compared to SOTA audio-
driven methods, our text-based video synthesis method
needs significantly less training data and has 10 times
faster preprocessing and training time. We demonstrated
the effectiveness of our approach for both English and
Mandarin Chinese text inputs.
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Thank you!




